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Abstract

Some recent compilations of proxy data both on land and ocean (MARGO Project
Members, 2009; Bartlein et al., 2011; Shakun et al., 2012), have provided a new op-
portunity for an improved assessment of the overall climatic state of the Last Glacial
Maximum. In this paper, we combine these proxy data with the ensemble of structurally5

diverse state of the art climate models which participated in the PMIP2 project (Bra-
connot et al., 2007) to generate a spatially complete reconstruction of surface air (and
sea surface) temperatures. We test a variety of approaches, and show that multiple
linear regression performs well for this application. Our reconstruction is significantly
different to and more accurate than previous approaches and we obtain an estimated10

global mean cooling of 4.0±0.8 ◦C (95 % CI).

1 Introduction

The Last Glacial Maximum (LGM, 19–23 ka BP) represents the most recent interval
when the global climate was substantially different to the present, and therefore pro-
vides us with a key target in testing the response of climate models to large changes15

in radiative forcing. There is, however, significant disagreement even over first-order di-
agnostics such as the global average of the annual mean temperature at that time, with
estimates ranging from as much as 6 ◦C to as little as 3 ◦C colder than the pre-industrial
climate (e.g. Schneider von Deimling et al., 2006a; Holden et al., 2009; Schmittner
et al., 2011). This uncertainty limits our ability to critically assess climate model perfor-20

mance.
An early reconstruction of the global sea surface temperature (SST) anomaly at

the LGM was made by the CLIMAP project (Climap Project Members, 1976), which
estimated a globally-averaged value of 2.3 ◦C, and 0.8 ◦C in the tropics (all temperature
anomalies are presented here as modern minus LGM). However, these values were25

argued to be substantially too small by subsequent analyses, which presented tropical
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LGM SST estimates of around 2.5–3 ◦C colder than present (Crowley, 2000; Ballantyne
et al., 2005). Simulations of the LGM using state of the art atmosphere-ocean global
climate models (GCMs) generally generate global mean surface air temperature (SAT)
anomalies in the range of 3–5 ◦C colder than present (Braconnot et al., 2007), but these
values are thought to be biased warm due to the experimental design, which omits the5

likely negative forcings of vegetation and dust changes (Crucifix and Hewitt, 2005;
Schneider von Deimling et al., 2006a). These results can be interpreted as implying a
model-based range of around 4–7 ◦C if these extra forcings were to be accounted for
(Jansen et al., 2007).

The first attempts at directly constraining model results with proxy data produced re-10

sults consistent with this range, with resulting best estimates for the global mean SAT
anomaly of around 6 ◦C (Schneider von Deimling et al., 2006a; Holden et al., 2009).
However, a new analysis has recently challenged this emerging consensus with a re-
markably mild estimate of 3.0 ◦C (90 % range 1.7–3.7 ◦C) (Schmittner et al., 2011),
based on the fit of an intermediate complexity climate model to the most recent com-15

prehensive proxy syntheses. Such a mild climate state, if confirmed in other studies,
would be difficult to reconcile with GCM simulations. The response of the climate sys-
tem to a large forcing is of fundamental importance to understanding future climate
change, and therefore the large discrepancy between these analyses requires further
investigation.20

In this paper we present a new model-data synthesis, combining the recent com-
prehensive compilation of proxy data as used by Schmittner et al. (2011), together
with the ensemble of state of the art GCMs which participated in the PMIP2 project
(Braconnot et al., 2007). The data and models are introduced more fully in Sect. 2.
In Sect. 3 we describe several approaches to reconstructing the climate state, of in-25

creasing complexity and accuracy. In order to test the reconstruction methods, and to
estimate their uncertainties, we perform extensive cross-validation, using each of the
PMIP2 simulations in turn as the target, extracting pseudoproxy data from the appro-
priate locations, and calculating the accuracy of the resulting reconstruction based on
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these data. Confidence intervals are presented at the 95 % level based on the spread
of cross-validation results unless otherwise stated. We start with an attempt to simply
smooth the data in Sect. 3.1, this being a commonly-used approach to generate cli-
mate field reconstructions. However, the sparseness of the data, and in particular the
non-random nature of large data void areas, limits the performance of this approach. In5

Sect. 3.2 we consider the pattern scaling approach, in which a single model anomaly
field is scaled to optimally fit to the data. While this method improves on the smoothing,
the results are still rather moderate. Our main result, presented in Sect. 3.3, is based
on multiple linear regression of the ensemble of climate model fields. This method
performs substantially better than the other two approaches. Detailed validation and10

some sensitivity analyses are presented in Sect. 4. We summarise and discuss some
implications of our result in Sect. 5.

2 Data and models

The proxy data which we use here consists of a multiproxy analysis of SST anomalies
presented on a 5◦ grid (MARGO Project Members, 2009), and SAT anomalies on a 215

degree grid over land based on pollen and plant macrofossils (Bartlein et al., 2011),
with some additional points from a variety of sources including Arctic and Greenland
ice cores (Shakun et al., 2012). The data are displayed as the dots in Figs. 1 and 2.
While the land data of Bartlein et al. (2011) are provided with uncertainty estimates,
the ocean data are not, instead being associated with a nondimensional “reliability20

index”. One common interpretation of this parameter is to treat it as the one standard
deviation uncertainty of a Gaussian error (Hargreaves et al., 2011; Schmittner et al.,
2011). Analyses presented in Sect. 4.2 cast some doubt on the accuracy of these
uncertainty estimates, but our results are not sensitive to this factor.

We use the outputs of 9 models which participated in the PMIP2 project (Bracon-25

not et al., 2007), being all of those for which both atmosphere and sea surface tem-
peratures are available. The models used for this were predominantly state of the

5032

http://www.clim-past-discuss.net
http://www.clim-past-discuss.net/8/5029/2012/cpd-8-5029-2012-print.pdf
http://www.clim-past-discuss.net/8/5029/2012/cpd-8-5029-2012-discussion.html
http://creativecommons.org/licenses/by/3.0/


CPD
8, 5029–5051, 2012

Temperature of the
Last Glacial
Maximum

J. D. Annan and
J. C. Hargreaves

Title Page

Abstract Introduction

Conclusions References

Tables Figures

J I

J I

Back Close

Full Screen / Esc

Printer-friendly Version

Interactive Discussion

D
iscussion

P
aper

|
D

iscussion
P

aper
|

D
iscussion

P
aper

|
D

iscussion
P

aper
|

art atmosphere-ocean GCMs, with some models also including an interactive veg-
etation component and one being an intermediate-complexity model with simplified
atmosphere. Model outputs were typically calculated as 100 yr averages to minimise
the effect of internal variability. The experimental protocol for the LGM accounts for the
largest and best-quantified forcings at that time, which include reduced greenhouse gas5

concentrations, minor changes in orbital parameters, and extensive increases in North-
ern Hemisphere ice sheets. The experimental design and main results are described
more fully by Braconnot et al. (2007). Despite some limitations in the forcing protocol
(Schneider von Deimling et al., 2006a), the model outputs appear to generally provide
a reasonable representation of the Last Glacial Maximum (Hargreaves et al., 2011).10

The global temperature anomalies simulated by these models at the LGM range from
3.1 to 5.9 ◦C colder than present. Inter-model differences are particularly large over the
ice sheets, to which a number of factors may contribute (Abe-Ouchi et al., 2007). All
model data were regridded onto regular 2 and 5◦ grids for SAT and SST respectively,
to match the proxy syntheses. In order to effectively combine the data with the the15

ensemble of models, we eliminated a small number of data points where, due to grid
inconsistencies, either one or more models provided no SST output at the location of
an SST data point, or where a pollen-derived SAT estimate was located under one or
more of the models’ ice sheets, leaving us a total of 309 SST points and 95 SAT points.
Including the ice-covered points in our analysis only changes our result by less than20

0.1 ◦C in the global mean.

3 Results

3.1 Smoothing

The data set (which is presented in Figs. 1 and 2) gives widespread coverage such
that 95% of the surface of the Earth is within 2000 km of a data point. This good cov-25

erage might suggest that a direct smoothing – such as was performed for the ocean
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alone by CLIMAP (Climap Project Members, 1976) and which is commonly used for
modern temperature anomaly fields (Hansen and Lebedeff, 1987; Smith et al., 2008)
– could give good results. However, we find this not to be the case. The performance
of smoothing was investigated through the use of pseudoproxy data taken from the
PMIP2 models. We tested distance-based weighted averaging to smooth the data over5

the full global grid, using both Gaussian and exponential weighting functions over a
wide range of length scales. Best results were obtained when we smoothed over land
and ocean data separately so as to maintain the land-ocean contrast, but ignoring SST
data north of 50◦ N and treating this region as land, due to the presence of sea ice
which insulates the ocean from the overlying atmosphere (Hargreaves et al., 2011),10

using a Gaussian weighting with a length scale of 500 km. However, the results were
rather insensitive to these choices. Applying this smoothing process to pseudoproxy
data from the PMIP2 models generates rather mediocre results with an area-weighted
pointwise RMS error over the globe of over 3.6 ◦C, and a bias in the global mean of the
temperature field of −0.9±0.9 ◦C. That is, the smoothing tends to strongly underesti-15

mate the overall cooling at the LGM. This is primarily due to the absence of observed
data over the areas with the largest anomalies (particularly, where the massive Lau-
rentide and Fennoscandian ice sheets covered the glacial Earth) which results in an
extremely large underestimate of the cooling simulated in these areas.

When we smooth the proxy data in the same manner, the resulting field has a global20

mean SAT anomaly of 3.2 ◦C. After correcting for the likely bias according to the pseu-
doproxy experiments, we therefore obtain an estimate of 4.1±0.9 ◦C. This is consistent
with our main result of Sect. 3.3, but the spatial pattern is very noisy and unrealistic. A
notable advantage of this method, however, is that it makes minimal use of model out-
put, only relying on it for an estimate of the bias due to spatially inadequate sampling.25

Therefore, we consider this calculation a useful confirmation of our main result. Shakun
et al. (2012) obtained an estimate of 3.6 ◦C based on interpolating a small subset of
this data set, but made no attempt to estimate or correct for the bias due to sampling
location.
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Although more sophisticated smoothing methods such as kriging could in principle
be applied to this problem, it is the large voids in the spatial distribution of data which
lead to the large bias and mediocre performance, and we thus conclude that the spatial
complexity of the cooling pattern requires a climate model to realistically represent it.

3.2 Pattern scaling through linear regression5

Several researchers have addressed the question of the global temperature change at
the LGM by fitting a climate model to proxy data (Schneider von Deimling et al., 2006a;
Holden et al., 2009; Schmittner et al., 2011). Such an approach uses the model to ex-
trapolate into data voids, thus ensuring physically plausible results across the globe.
The model fitting is primarily performed by tuning internal model parameters which re-10

late to the radiative feedback (and thus climate sensitivity) of the models. However,
due to the computational cost of this approach, it can generally only be applied to mod-
els of intermediate complexity or resolution. We cannot directly simulate this approach
with the PMIP2 models, as we only have the results of one simulation for each model,
and cannot re-run them at multiple parameter settings. However, we can approximate15

the effect of changing their sensitivities by the pattern scaling approach (Santer et al.,
1990) in which a linear scaling factor (estimated through linear regression with intercept
fixed at zero) is applied to the anomaly fields. While pattern scaling is not as powerful
and flexible as running an ensemble of simulations with multiple adjustable parameters,
it should capture a dominant fraction of the response to changing the sensitivity of the20

model. The predicted climate anomaly field S is thereby estimated as

S = αF (1)

where F is the anomaly field generated by the model and α is a scalar chosen so as to
minimise the unweighted sum of squared residuals

∑
i

(si − oi )
2 at the i locations where

proxy-based estimates oi exist. We do not use an area weighting for the fit. While the25

land data are presented on a 2◦ grid and the ocean on 5◦, the number of cores which
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contribute to each non-empty grid box is roughly the same for each data set, at 2–3 per
grid box, with no strong latitudinal pattern. Therefore we do not consider it appropriate
to assign a much higher weight either to ocean versus land data, or low versus high
latitude cells, as area-weighting would imply.

One possible improvement to this methodology would be to explicitly account for5

observational uncertainty in the weighting. However, the sensitivity analyses discussed
in Sect. 4.2 suggest that the uncertainty estimates may not be reliable. Moreover, this
actually has negligible influence on our results.

The uncertainty of the pattern-scaling reconstruction is again estimated by cross-
validation, using all model pairs for target and predictor. The area-weighted pointwise10

RMS error in temperature anomaly generated by this pattern scaling approach is lower
than that of smoothing, at 2.9 ◦C. The resulting error on the global average of the tem-
perature anomaly is −0.6±1.5 ◦C, with the mean bias arising from the well-known phe-
nomenon of regression attenuation or dilution (since the regression residuals are not
independent of the predictor variables) (Snedecor and Cochran, 1989, Sect. 9.14).15

While there are more sophisticated approaches to regression that can in principle ac-
count for this effect, they require additional assumptions, and here we prefer instead to
use the estimate of attenuation bias obtained through cross-validation to correct our re-
sult accordingly. When we fit each model to the proxy data in turn and take the ensem-
ble average, the resulting global mean temperature after bias correction is 4.5±1.5 ◦C.20

Although the bias is reduced by this approach compared to smoothing, there is still sub-
stantial error both at the gridpoint level and in the global average of the temperature
anomaly, which is due to the substantially different spatial anomaly patterns simulated
by different climate models under glacial conditions. Thus, it appears that this method,
while clearly superior to a simple smoothing, also has significant limitations.25
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3.3 Multiple linear regression

A natural extension of the previous method to the case of multiple heterogeneous mod-
els, is to use multiple linear regression, which has also been termed the “superensem-
ble” (Krishnamurti et al., 2000):

S =
∑
j

αj Fj (2)5

where the sum is over multiple models Fj and the scaling factors αj are chosen to
minimise the sum of squared residuals as before.

One important feature of this method, as opposed to probabilistic weightings such
as Bayesian Model Averaging (Hoeting et al., 1999), is that the model weights are
not constrained either to be positive or even to sum to unity. The method does not10

treat the models as prior estimates of the climate state but merely as a set of possible
predictors for it, and the result is not constrained to lie within the ensemble range,
but instead it can be any arbitrary linear combination of the different spatial patterns
that the individual models exhibit. Again, due to our concerns about the estimated
proxy errors, we implement a simple unweighted regression and use cross-validation15

within the PMIP2 ensemble to estimate the uncertainties.That is, each model in turn
was selected as the target, pseudoproxy data simulated from it, and the remaining
models used as the predictor set. As a confirmation of algorithmic correctness, we
also checked that including the target model in the predictor set invariably results in a
near-perfect reconstruction, even when imperfect observations are used.20

Our main results are presented in Figs. 1 and 2, along with their pointwise uncertain-
ties in Figs. 3 and 4. In contrast to smoothing or single model scaling, multiple linear
regression generates a very small bias of −0.1±0.8 ◦C in the global mean, and the
area-weighted pointwise RMS error is also much lower, at 2.0 ◦C.

Our estimated global average of the annual mean surface air temperature anomaly25

is 4.0±0.8 ◦C. As expected, SST and SAT anomalies show good agreement over open
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water, but the two fields diverge strongly at high latitudes due to sea ice, with the recon-
structed SST field showing slight warming both at high northern latitudes (in agreement
with proxy data) and around Antarctica (where there are no observations). Fields of un-
certainties are shown in Figs. 3 and 4. The marginal warming in the Barents sea area
in the SAT reconstruction is in a region of very high uncertainty, as there are few proxy5

data for SAT close to this region, and model simulations disagree substantially here.
Thus, we have low confidence that this is a genuine feature of the climate system.
However, over most of the globe, the estimated cooling is substantially greater than its
associated uncertainty.

Uncertainty in the reconstruction is particularly low across the tropical region, but10

increases significantly with latitude. There is negligible latitudinal trend in the residuals
over either ocean or land, but they are generally positive over land (average 0.6 ◦C)
and negative over the ocean (average −0.2 ◦C), suggesting a tension between the land
and ocean data which the models struggle to represent. We therefore tested the ro-
bustness of our result by considering only ocean or land data in turn. These two data15

sets result in estimates of 3.5±1.2 ◦C and 4.6±0.8 ◦C respectively, which although not
in close agreement, are consistent with each other, and our main result, within their
respective uncertainties. Each of these two results, however, would imply a substan-
tial mean bias in the withheld data set, of 0.8 ◦C in SAT data (when only SST data
were used) and −1.1 ◦C in SST data (when only SAT were used). Biases of this magni-20

tude seem unlikely given the comprehensive multiproxy consensus that each of these
data sets represents. The land-sea contrast in the data (a ratio of 3.2 between the
respective means) is marginally larger than that found in any of the PMIP2 models
(which range from 1.9 to 3.1), and perhaps more plausible explanations for this are
that inadequacies in forcings (such as atmospheric dust, or vegetation feedbacks), or25

model physics, might cause an underestimate of the land/ocean amplification in the
model simulations. As a sensitivity test, we repeated the calculations after reducing
all modelled temperatures over land uniformly by 1 ◦C. This increases the land-ocean
contrasts of the models to a level more comparable to that of the data, and the results
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obtained when using only ocean data (3.8 ◦C), or land data (4.1 ◦C), are in much closer
agreement with each other.

Further tests using smaller ensembles are described more fully in Sect. 4.1, and
provide no evidence of either over-fitting or inadequacy in the ability of multiple linear
regression to adequately describe the global climate system. While we cannot rule out5

the possibility that future model development could lead to a slightly different result, our
sensitivity tests suggest that our result is largely insensitive to modelling uncertainties.
On the other hand, any major re-evaluation of the proxy data (such as has happened
in the past for tropical temperatures) could potentially affect our result, but conditional
on the data analysis, our result appears to be highly robust.10

4 Sensitivity analyses and validation

4.1 Validation of multiple linear regression

The basis of our method is the use of the ensemble of models (each of which is ex-
pected to provide a physically plausible depiction of the climate system’s response to
LGM forcing) as a set of possible predictors, with linear regression used to find the15

optimal combination of these predictors.
One obvious problem that could arise with this method is that of overfitting. In-sample

performance can only improve with additional predictors even if they are nonsensical
or random, but this may not lead to an improved global reconstruction. Thus, we use
pseudoproxy experiments to investigate how the results vary with ensemble size. We20

randomly select one model as the target, and use random subsets of the ensemble in
the multiple linear regression. Pseudoproxy data are sampled from the output fields of
the target model at the same locations as the real data. Additionally, one of these data
points (again randomly selected) is withheld from the regression in order that we can
check the predictive performance at the data locations, as distinct from over the entire25

globe.
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The results are shown in Fig. 5a, where the mean of 20 000 replications (for each
subset size) are shown. This figure shows not only that the in-sample performance
(cyan line) improves monotonically, as expected, but also that the predictive perfor-
mance for withheld data (red line) improves steadily up to the largest testable ensemble
size of 8. An important additional point to note is that the out of sample performance5

is substantially better at the data locations, than it is for surface air temperature over
the whole globe (blue line). This is partly due to the smoothness of the temperature
field and geographical proximity of many data points to each other, but another major
reason for this is that the unobserved regions include many of the largest anomalies
(such as over the Northern Hemisphere ice sheets), and these tend to be the most10

highly uncertain between models.
Figure 5b shows that qualitatively similar results are obtained when the real data

are used. Here we can only directly assess the performance relative to the noisy data
(orange and green lines, for fitted and withheld data respectively). However, we can
estimate the performance relative to the true underlying climate field by subtracting (in15

quadrature) the observational uncertainties from the actual residuals. These estimated
results (red and cyan lines) are however highly sensitive to the assumption that the
magnitudes of the observational uncertainties are accurately known, which we discuss
further in the following section. It seems optimistic to expect that the errors are deter-
mined to within 20 % of the correct values (especially since the MARGO uncertainties20

are only presented in relative terms), and thus quantitative comparison of the perfor-
mance with real versus pseudoproxy data is challenging. In qualitative terms, however,
the results again improve monotonically with ensemble size for for fitted and withheld
data. Thus, we find no evidence of over-fitting, and retain all 9 models in the multiple
regression.25

4.2 Data uncertainties and statistical modelling

We can, in principle, attempt to explicitly account for observational uncertainty, by us-
ing a weighted regression which accounts for both observational uncertainty, and the
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system error. That is, rather than minimising the unweighted sum of squared residuals∑
i

(si − oi )
2, we minimise the weighted sum

∑
i

[(si − oi )
2/(σ2

i + τ2)] where σi are the

estimated errors on the respective data points, and τ is the system error, that is, the er-
ror arising from the inability of the linear combination of models to fit the actual climate
field (which must also be estimated).5

This approach requires that the errors on the proxy data are well characterised, and
furthermore, makes explicit the assumption that the system error is constant in space,
at least across the locations of the observations. However, these conditions do not ap-
pear to hold. A direct comparison of the 36 points with the largest errors (σi >3 ◦C, with
an average value of 3.7 ◦C) finds that even without any scaling or fitting, all of the mod-10

els agree rather more closely than this to the observed values, with RMS differences
ranging from 2.3 to 3.0 ◦C. It does not seem plausible that the models were already
(over-)tuned to these data during their construction, so we conclude that the observa-
tional errors of these points are collectively rather smaller than the stated values.

Conversely, if we consider the data points with smaller errors (26 points with σi < 0.8◦
15

C, averaging 0.6◦ C), we find that the untuned models have massively larger RMS
residuals which range from 3.8 to 6.5 ◦C across the ensemble, and the results of the
multiple linear linear regression (using all data) only achieves an RMS residual for these
points of 3.8 ◦C. More generally, the magnitude of the residuals both for the model fields,
and the multiple linear regression results, are actually negatively correlated (albeit to a20

small degree) with the size of the stated errors. These difficulties cannot be addressed
by varying the scaling of the MARGO reliability index. There is no intrinsic reason why
the system error should be negatively correlated with the observational uncertainties,
so we propose that another plausible interpretation of these results is that the spread in
estimated errors may be due at least in part to methodological differences between the25

disparate groups of researchers who performed the original analyses over the past few
decades. Correlation between errors on different data points (especially among proxy
types) is another factor that may play a role, but at present we have no practical means
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of accounting for this. Therefore, we prefer to use an unweighted fit, which minimises
the likelihood that a subset of these data could erroneously biases the result.

However, our results are not sensitive to the use of weighted versus unweighted
regression, which may be partly due to the fact that the spread of estimated errors is
in fact not very large, with more than 70 % of values lying in the range of 1–2.5 ◦C.5

5 Summary and discussion

We have presented a new global reconstruction of SAT and SST for the Last Glacial
Maximum. We have shown through extensive cross-validation that the multiple linear
regression approach outperforms single model pattern scaling and directly smoothing
the proxy data.10

Our new estimate of the LGM temperature anomaly is rather warmer than several
estimates based on older, less comprehensive, data sets, with our 95% confidence in-
terval of 3.1–4.7 ◦C having very little overlap with either of two previous ranges of 4.4–
7.2 ◦C (Schneider von Deimling et al., 2006a, 95 % probability) and 4.6–8.3 ◦C (Holden
et al., 2009, 90 % probability). While part of this discrepancy may be due to method-15

ological differences (in particular the limited ability of intermediate complexity models to
adequately represent the spatial pattern of temperature changes), most of it is probably
simply due to the fact that the newer proxy data syntheses indicate warmer anomalies
than was previously the case, especially over the ocean. For example, the proxy data
used here have an unweighted average of 1.6 ◦C over the tropical ocean (30◦ S–30◦ N)20

and the area mean of our result coincides with this, being 1.6±0.7◦C over the same
domain. Earlier estimates favoured rather larger anomalies, for example 2.7±1 ◦C over
the global tropical ocean (Ballantyne et al., 2005) or 3.0±0.9 ◦C over the tropical At-
lantic (Schneider von Deimling et al., 2006b). We note, however, that our reconstruction
is still substantially cooler in the tropics than the value of 0.8 ◦C originally presented by25

CLIMAP (Climap Project Members, 1976).
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It is perhaps more surprising that our results are rather different from the recent es-
timate for global SAT anomaly at the LGM of 1.7–3.7 ◦C (Schmittner et al., 2011, 90 %
probability), despite being based on essentially the same data. Many of the PMIP2
models which we used have substantially higher land-sea temperature contrasts than
that of the model used in that work, and our reconstruction achieves a notably supe-5

rior fit to the data, with a correlation of 0.73 between the data and our reconstruction,
compared to 0.53 for Schmittner et al. (2011). We therefore consider that our estimate
provides a more plausible global interpretation of the proxy data, particularly in rec-
onciling the land and ocean data sets. There is still, however, some indication from
the experiments described in Sect. 3.3 that the land-ocean contrast observed in the10

data is slightly higher than that found in the models. While this could be due to biases
in the calibration of the different proxies, other likely causes include the experimental
design (with the omission of dust forcing and vegetation feedbacks being obvious can-
didates due to their likely greater effects over land), or other model inadequacies. In
this context, it will be particularly interesting to see whether the forthcoming generation15

of PMIP3 models can produce a closer fit to the data. A further issue raised by our
analysis is the quality of the uncertainty estimates associated with the proxy data. The
data which are indicated as having low reliability actually agree rather too well with the
model simulations, whereas the reconstruction cannot closely match the data which
are considered precise.20

One of the major reasons for the intensive study of the LGM is the hope that it might
help us to better constrain the equilibrium climate sensitivity (and perhaps also other
climatic changes), due to the large and reasonably well-constrained forcing and tem-
perature response. A first order estimate of the equilibrium climate sensitivity can be
provided as the ratio of temperature change to radiative forcing. Our new temperature25

anomaly of 3.9±0.8◦C, combined with estimated forcing of 6–11W m−2 (Annan et al.,
2005; Jansen et al., 2007) would suggest a median estimate for the equilibrium climate
sensitivity of around 1.7 ◦C, with a 95 % range of 1.2–2.4 ◦C. However, such a simplistic
estimate is far from robust, as it ignores any asymmetry or nonlinearity which is thought
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to exist in the response to different forcings (Hargreaves et al., 2007; Yoshimori et al.,
2011). The ratio between temperature anomalies obtained under LGM and doubled
CO2 conditions found in previous modelling studies varies from 1.3 (Schmittner et al.,
2011) to over 2 (Schneider von Deimling et al., 2006a). Understanding and quantifying
the relationship between past and future climate changes remains a major challenge,5

but our robust estimate of temperature change at the LGM, based on current under-
standing of proxy data, is an important step towards this goal.
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Fig. 1. Reconstruction of Last Glacial Maximum surface air temperature (◦C) based on multi
model regression. Proxy data are represented as coloured dots.

5047

http://www.clim-past-discuss.net
http://www.clim-past-discuss.net/8/5029/2012/cpd-8-5029-2012-print.pdf
http://www.clim-past-discuss.net/8/5029/2012/cpd-8-5029-2012-discussion.html
http://creativecommons.org/licenses/by/3.0/


CPD
8, 5029–5051, 2012

Temperature of the
Last Glacial
Maximum

J. D. Annan and
J. C. Hargreaves

Title Page

Abstract Introduction

Conclusions References

Tables Figures

J I

J I

Back Close

Full Screen / Esc

Printer-friendly Version

Interactive Discussion

D
iscussion

P
aper

|
D

iscussion
P

aper
|

D
iscussion

P
aper

|
D

iscussion
P

aper
|

Fig. 2. Reconstruction of Last Glacial Maximum sea surface temperature (◦C) based on multi
model regression. Proxy data are represented as coloured dots. Land areas are masked as
brown.
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Fig. 3. Uncertainty in Last Glacial Maximum surface air temperature (◦C) from bootstrap re-
sampling. Results presented as half-width of 95 % confidence interval.
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Fig. 4. Uncertainty in Last Glacial Maximum sea surface temperature (◦C) from bootstrap re-
sampling. Results presented as half-width of 95 % confidence interval. Land areas are masked
as brown.
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Fig. 5. Performance of multiple linear regression as a function of ensemble size. (a) Cross-
validation using pseudoproxy data from withheld model, with one data point withheld. Lines
indicate RMS errors (◦C) relative to target climate field at: location of data points used (cyan
line), location of withheld data data points (red line), and global average (blue line). (b) Re-
sults obtained with real proxy data, showing RMS residuals (◦C) relative to: fitted proxy data
(orange), withheld proxy data (green) and estimated RMS errors for true climate field (cyan and
red). Dashed cyan and red lines indicate estimated RMS errors relative to true climate field
if assumed observational uncertainties are decreased (upper lines) or increased (lower lines)
by 20%. All results are means of 20 000 repetitions where 1 data point was withheld (some
sampling noise remains).
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